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CHAPTER 1. INTRODUCTION

Power system security is the ability of the power system to respond to disturbances.
Security assessment is performed on-line as a function of the energy management system
(EMYS) software available in the control centers of most power systems. The conceptually
simplest approach that is available within almost all control center EMSs is to determine
whether current conditions are secure or insecure. This is done by simulating all
contingencies in a pre-specified set, under the current conditions, and for each one,
identifying whether post-contingency performance criteria is satistied or not. Although this
approach does not identify boundaries associated with safe operating regions, it does indicate
whether current conditions are within those boundaries or not.

In another approach, analysts, in an off-line environment, identify security boundaries
which just define acceptable and unacceptable post-contingency performance under a given
contingency for the most restrictive credible contingency in terms of pre-contingency
operating parameters [1]. Many utility companies in North America use a two-dimensional
graph called a nomogram which is used online by operators to characterize the security
boundaries. Nomograms are defined by boundaries set with respect to limits representing
various security criteria [1]. Figure 1 illustrates a nomogram where the boundaries reflect
limitations due to different network violations including thermal overload, transient
instability, transient voltage dips, voltage instability, and small-signal instability [2]. In
practice, these boundaries are identified through the use of repeated simulation of the
network, and for dynamic constraints, of machine dynamics. These simulations involve
simultaneous solution of a large number of nonlinear algebraic equations, at a minimum, and
may also involve numerical integration of a very large differential-algebraic system. As a
result, boundary determination for on-line use, which is time-constrained to several minutes,
has been very challenging. One approach that has been well-researched is to perform the
simulations off-line and then condense the resulting information using a pattern recognition
approach such as a neural network [1, 3, 4]. Although conceptually appealing, this approach
has not been accepted in practice because of the uncertainty in accuracy of the resulting on-

line information.
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SOLs are complex because they depend on operating conditions, reliability criteria,
facility ratings, and pre- and post-contingency system performance. This is in contrast to
simply comparing existing flows to facility ratings, a common conceptual error that leads to
overstated transmission capacity. Many methods and techniques have been introduced for the
computation of the SOLs. One paper presents SOLs with respect to voltage collapse by using
the binary search (also referred to as the dichotomic search or bisection method) [6]. A
similar approach has been discussed for transient angle stability assessment [7]. The notion
of SOL is also essential to the application of NERC’s transmission loading relief (TLR)
levels. Inspection of NERC’s operating manual [S] confirms the centrality of SOL in
administering TLRs.

For many power systems, particularly tightly interconnected ones such as those found
in the eastern US interconnection, thermal overload is the most common limiting condition,
i.e., most SOLs are due to thermal overload. Even when this is not the case, i.e., when other
problems are more constraining than thermal overload, knowledge of the thermal overload
boundary is useful as it provides a maximal operating region, i.e., operators are certain that
power system conditions must af least be within the boundaries imposed by the thermal
overload constraints.

This thesis develops a fast way for calculating the SOL for any line imposed by
reliability criteria for NERC’s class B (i.e.,, N-1) contingencies. Although the method is
limited to SOLs associated with thermal constraints only, it is very fast and therefore capable
of presenting on-line results to operators. The method makes use of linear sensitivity factors
introduced in [8], also known as Power Transfer Distribution Factors (PTDF). PTDFs have
been widely used for contingency analysis [9], Available Transmission Capacity (ATC)
calculations [10], TLR procedures [11], and Congestion Revenue Rights (CRR) Applications
[12]. The developed algorithm is integrated with the AREVA dispatch training simulator
(DTS) and provides operators with each circuit’s SOL, which is the maximum flow on that
line for which all contingencies result in satistying reliability criteria.

The remainder of this thesis is organized as follows. Chapter 2 describes the generic
dispatcher training simulator and discusses the components of the AREVA DTS. Chapter 3
discusses the algorithm developed in this thesis work for calculating the SOL. Chapter 4



provides an insight to the implementation of the SOL software using Visual C++ and all the
other tools associated with it. Chapter 5 gives simulation results and some validations to the
calculated values of the SOL, and Chapter 6 provides conclusions and some recommended

future work related to this thesis work.
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and circuit breakers. The dynamics function (long term dynamics are used) simulates prime
movers and relays, and calculates island frequencies. DTS power flow calculates the state of
the electrical network in consideration to network topology changes, load schedules and
prime mover mechanical power. The Long term dynamics simulation details are presented in
the next section. Full references on long term dynamic simulations in the DTS environment

are provided in [18, 19, 20].

2.2 L ong term Dynamic Simulation

The focus of long term dynamics simulation is to analyze the affects of disturbances
for extended periods of time on the bulk power system. The assumption of uniform system
frequency makes it possible to use numerical step-size of one or more seconds for long term
studies, as opposed to a fraction of a cycle for transient stability.

The power system model has to simulate the behavior of the real power system;
therefore, power system models used in the DTS are based on long term dynamic simulation
techniques. The power system model is divided into two groups, the dynamic models group
(represented by differential equations) which contains the elements present at the generation
plants and protection relays, and the static models group (represented by algebraic equations)
which contains the elements that form the power system network. The dynamic models are
solved by using numerical integration methods whereas the solution of the network static
model is performed by power flow solution methods.

Long term power system models include [21, 22]:
e Plants and prime movers
(a) Fossil-Fueled steam turbine and controls
(b) Bas turbine and controls
(¢) Hydro turbine and controls
(d) Boiling water reactor and controls
e System frequency
e Electric generation and network

(a) Synchronous machine



(b) Excitation system functions
(¢c) AC transmission lines

(d) Transformers

(e) Loads
o AGC
(a) Area Model
(b) Unit model
e Relays

(a) Under-frequency load shedding

(b) Generator under-frequency

(c) Under-voltage (Generator and load)
(d) Loss of Excitation

(e) Distance

(f) General purpose (Timed)

2.2.1 Numerical Solution method

The principal power system components in long term dynamics simulation is
presented in Figure 4 taken from [19]. The system is partitioned into two parts: the
generation system and the electrical network. P;, Pr and Pp refer to scheduled Load,

scheduled generation and demanded real power respectively.
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APr is the increment in mechanical power output from the turbine
The differential equations corresponding to the above block diagram are:

K 1

Ad = —EAP- — Ao, AP = AP — AP,
P P
AP, = LAPV—LAPT
T T
ab, = Lap-LAp, AP - Ap_ Ao
AP . =K. Ao

These equations are solved using numerical integration, typically using a trapezoidal
integration rule with 1 second time steps as previously described. Following a certain number
of time steps, the real power generation in the power flow is updated by AP, and the power
flow equations are thus resolved. The difference between the swing bus generation as a
function of the power flow solution, and the swing bus generation as a function of APp
update, is the new APp. This value of APp is then used to initialize the dynamic equations for
the next cycle of integration.

The model presented in Figure 5 is appropriate if all generators have identical
characteristics and the inertia is a composite value. Otherwise, repeated blocks need to be
added corresponding to the primary and secondary controls of each unit and APp will be
shared between the units as a function of their inertia constants, H. The solution of the
electrical network is formulated as a power flow solution typically using a fast-decoupled
algorithm which tracks from a previous solution unless there is a topology change providing

power system data such as MWs, MVARs, KV, etc.

2.3 The Instructional Subsystem

The Instructional Subsystem provides means for the instructor to:
e Load and initialize DTS databases in the DTS environment

e Save, retrieve, and remove DTS savecases

e Start, stop, or pause the simulation

e Set or reset simulation time
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DTS and the EMS are in the SCADA and RTGEN functions (the ALARM function is
identical).

References [23,24, 25, 26, 27, 28] provide complete documentation of the AREVA
EMS and DTS systems. A summary of these documents is provided in this section in order to

provide a realistic sense of typical features in a DTS.

2.4.1 The Simulator subsystem

The AREVA Simulator provides an off line representation of the monitored power
system that can be used to simulate its real time operation and control in the energy control
center. It uses the same interfaces and is composed of much of the same software as the real-
time EMS. It is originally intended for supplying a realistic environment to system
dispatchers in training for practicing various operating tasks under both normal and
emergency conditions. For this thesis, the simulator is used for providing real-time
simulation of the power system as a test bed for the integration of the SOL software.

The AREVA simulator uses a power system dynamical model to create a simulated
operating environment. The model contains a detailed description of the components and
topology of the system; and a set of schedules for modeling the future status of energy
transactions, generation, loads, and circuit breakers. The state of the transmission system is
calculated by successive Newton’s method power flows, usually every 2 to 8 seconds, and
their results are used to update the SCADAMOM database after each iteration. IEEE
standard long term dynamics models are used to simulate the dynamic behavior of the
generating units’ prime movers. Thus, transient responses and inter-machine oscillations are
not modelled. The AREVA simulator also includes protection relay models for simulating
the action of over current, over/under voltage, over/under frequency and synchro-check
relays.

Figure 7 provides the AREVA DTS main control display from where the instructor
has the ability to control the DTS. Figure 8 displays the generation area status where
operators monitor the frequency, Area Control Error (ACE) and transactions in their control

area.
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Table 1: Real-time/DTS SCADA differences

Real-time SCADA DTS SCADA
SCADA scans physical RTUs. SCADA scans network model solved by
Powertlow.
Controls received by RTU driver. Controls received by DTS controls
interpreter.
SCADA scans at predefined intervals. SCADA scan triggered by completion of

simulation solution.

Communication problems and failures SCADA communication problems simulated.
detected by SCADA.

2.4.3 The Generation subsystem

The generation subsystem provides many functions for operational scheduling ofi the
generating subsystem within the control areas monitored by the EMS system. These
functions include automatic generation control (AGC), interchange transaction scheduling,
load forecasting, economic dispatch and unit commitment. Real-time functions are provided
by the RTGEN application of the EMS system. It enables operators to observe, analyse and
control real-time generation within the control area.

The principle function of the RTGEN is the AGC, a closed loop control algorithm
that provides three primary objectives:

e To maintain the frequency of the system at the scheduled value
e To maintain net power interchanges between neighbouring control areas
e To maintain the most economic generation of units

Table 2 below provides the application differences between real-time RTGEN and
DTS RTGEN.

Table 2: Real-time/DTS RTGEN differences

Real-time RTGEN DTS RTGEN
AGC is run for the control area. AGC is run for all operating areas.
Transactions based on real life. Instructor must set up all transactions
between external operating areas.
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2.4.4 The Transmission subsystem

Network applications are divided into real-time applications and study applications.

These functions determine the state of the power system network, the level of security and
how to improve the security and economics of the network. The functions that are included in
the transmission subsystem are:

e Topology processing

e State estimation

e Security analysis and security dispatch function

e Contingency analysis

e Short circuit analysis

e Voltage — Reactive power dispatch

e Power flow and optimal power flow

e Qutage scheduler

e Transfer limits calculation

2.4.5 The e-terra PC Link

The e-terra PC link is a tool provided by the e-terra Habitat environment of the
AREVA EMS that enables communication between the EMS/DTS databases and external
applications running under Microsoft Windows. This functionality is provided by the
dynamic data exchange (DDE) service of windows through the execution of the HABDDE
program of the AREVA platform. Complete information about the e-terra PC link can be
found in [28]. The software built as part of this research work for automated SOL calculation
makes use of the Windows DDE service for exchanging information with the e-terra PC Link

tool in real time.
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CHAPTER 3. THE SOL AND ITS CALCULATION

Computation of SOLs is limited to those associated with circuit overloads as overload
analysis is amenable to efficient analysis via linearization. The approach taken is to use
generation shift factors (GSFs) and line outage distribution factors (LODFs) [8] to compute
pre-contingency flow limitations on any designated circuit as a function of a specitied
operating condition, a contingency list, a designated stress direction, and circuit emergency

overload ratings. The definitions for GSFs and LODFs are provided first.

3.1 Generation Shift Factors (GSF)

The GSFs are linear estimates of the ratio: change in flow to change in power
injection at a bus. A change of injection at bus 7 (AP;) results in a change of MW power flow
on line £ (Afy), and the ratio of Af, to AP, is the GSF and is given by a, = Afy /AP;. Thus the
change in flow on circuit £ due to change in injection AP; is Afy = an < AP,

It 1s noted that AP; necessarily implies an equal and opposite change in injection
elsewhere in the network. This other change is designated as AP;, recognizing that AP; = -
AP;.

The GSFs are computed from the DC power flow which is a completely linear,
noniterative power flow algorithm. It assumes all node voltages equal to the nominal (1.0
pu), thus providing a linear set of equations that relate the vector of node angles 6 to the

vector of nodal injections P:

P=B4
Where:
' N
Bii = Z_
1y
, 1 )
B, =-—, 1#]
X

The power flows through the branches (lines and transformers) of the network are

then calculated as:
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fo=p,=—6,-6))

i
Since the DC power flow is a linear model, a change in bus phase angles Af for a

given set of changes in the bus power injections are given by:
AG =[X]AP
Where X = [B']"

The A6 values are equal to the derivative of the bus angles with respect to a change in

power injection at bus i. Then using

ff :an :L(Qn_gm)

Xy
The required sensitivity factor for a branch connecting buses n and m with respect to

the injection at node i can be obtained by:

7, d{i@—%ﬂ

Ay =——=——
dP.  dP | x,
1

afi :_(Xni _Xmi)
Xy

Where x; is the reactance for circuit £ terminated at buses m and n, and X;; and X,; are

the elements of matrix X in position (n,i) and (m.1), respectively.

3.2 Line Outage Distribution Factors (LODF)

The LODFs are linear estimates of the ratio: change in flow on circuit £ due to outage
of circuit &, denoted by Af;, to pre-contingency flow on circuit &, denoted by f.”. In other
words, it provides the fraction of pre-contingency flow on circuit & that appears on circuit £
following outage of circuit &, and is given by dzr = Af; /£”. 1t is then clear that the change in
flow on circuit £ due to the outage of circuit & is given by Afy = dpi x £

In a similar manner presented in the previous section for calculating the GSFs, the
LODF for a branch connecting buses 1 and j after the outage of the branch k between nodes n

and m can be obtained by:
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Yy, -x, X, +X,)
X

'xk - (Xnn + Xmm - 2Xnm )

df,k =

In this case, the line outage distribution factor represents the change of the power
flowing in branch | due to the removal of the branch k from the network. The line outage is
modeled by adding two power injections to the system, one at each end of the line to be

dropped. Further details on the GSFs and LODFs are provided in [8].

3.3 System Operating Limit (SOL)
The SOL for circuit £ occurs under the condition that

fo+ N =1 (3)

where /" is the emergency overload rating for circuit £. The goal is to identify the

value of flow on circuit ¢, denoted £, that makes (3) true, under the condition that flows are

changed due to a stress defined by AP, (e.g., a generation shift between buses 7 and j, or an

increase in load at bus j compensated by an increase in generation at bus 7) and an outage of
circuit £.

There are two network changes that determine Af,. One is the stress, which is given

by
Afé(l) — ag,'A])j + aéjAPj = (aéi — aé]-)Al),- (4)

The other is the outage of circuit £, Afg(z) =dpy fko. However, the flow on circuit &

will be affected by the stress according to Af, = (ai — ay) < AP;. Therefore,
2 0
N =d 1 +dy, (aki —a )AP; Q)
Combining (4) (representing the increase in flow on circuit € due to the stress) and (5)
(representing the increase in flow on circuit £ due to the outage), the combined change is

A, = A+ Af®
= (aei —dy )API +d€,kfk0 +d,, (aki —dy )AP

1

(6)

It is critical to calculate the amount of stress AP; necessary to increase the flow on
circuit € to f;"*, as expressed by (3). To determine this amount of stress, (6) is substituted

into (3), resulting in
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f = fzo + (a&' -4, )APz + dz,kf ko

7
+d,, (aki —dy )APz @
Solving (7) for AP, to obtain:
0 0
max _ _ d
AP = I I iy ®

a, —d,+ dé,k (aki _akj)

The SOL for circuit € is then the flow on circuit £ following the increased stress

resulting from AP;, -AP;, which can be computed from Equations (3) and (4), resulting in

/ eSOL = f, eo + (aez' —dy )APz ©)
Substituting (8) into (9) results in

max 0 0
SOL _ 20 (azi_azj £ _fz _dz,kfk)
Joo =1+ d( )
a, —d,; +a, \d, —dg

(10)

The SOL computed by (10) is a pre-contingency value and therefore represents a
value that an operator can easily monitor. However, the constraint is driven by the post-
contingency scenario. Thus, if the operator keeps the flow on circuit £ below the value
computed by (10), circuit £ will not overload if circuit & is outaged.

Equation (10) provides the SOL of circuit £ with respect to a particular contingency,
which is the outage of circuit k. For a given contingency list, one must compute (10) for each
contingency on the list, and then the contingency that gives the lowest value in (10) actually
determines the SOL. This is not computationally intensive, but it can be made even less

computational by recognizing that only a few contingencies typically drive a particular SOL.

3.4 SOL illustration on a numerical example

Figure 10 represents a simple 3-bus system with generation, load and MW line flows
with their corresponding direction. The continuous and emergency ratings of the busl-bus3
circuit are 1200 MW and 1300 MW, respectively. The SOL on circuit 1-3 is the maximum
MW flow on circuit 1-3 such that the reliability criteria are satisfied, for a stress direction

from Busl1 to Bus3.
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Afz@) =d, f, +d, {Z [aki xWs (i)]_z[alq' xWy (])UAP (12)

Combining the increase in flow on circuit £ due to the stress (Afgﬂ)) and the increase

on circuit £ due to the outage of:circuit £ (Af/”) is given by
A =0+ A

= {Z [azi xWs (i)]_ Z [azj xW, (])]jAP +d£kfk0 (13)

+d, (Z [, < o ()]- X [a, W, (j)]jAP

In this case, it is desired that the amount of stress AP necessary to increase the flow

on circuit £ to ;™. As a result, substituting (13) into (3) results in

i

fi+ (Z [azi xW, (l)] - Z [azj x W, (])UAP +d, f
’ (14)
+dy, (Z o, < ()] =X lag <, (j)]jAP =

Solving for AP gives
e frS—f = fy as)
(z[% NAGEY xWL(j)]j +dfk(2[a,a- AGESY TR WL(]')U

i

The SOL for circuit ¢ is then the flow on circuit £ following the increase stress

resulting from APg, - AP, which results in
£ =10+ {Z [, xWo ]2 la, <, (j)]jAP (16)
i J
Substituting (15) into (16) results in

[Z[aﬁ 0] - la, x m)]](ﬁ““ -1 =d, 1)
]pZSOL _ fzo + i J (17)

[Z[“fi A _;[%. x WL(J)]] +d1k[12[aki YA _;[%. x WL(J)]]
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3.6 Algorithm for choosing the right SOL

The SOL software algorithm developed in this work requires, for each monitored line,
the calculation of all SOLs associated with each contingency in the system. In theory, the
lowest SOL value for the monitored line would correspond to the most restrictive
contingency and therefore the SOL value for that line. However, tests and simulations
revealed some exceptions to the fact that the lowest value in the SOL list determines the
SOL. The SOL developed in this thesis work depends on two factors; stress and contingency.
It is important to realize that the user-defined stress can either increase or decrease the MW
flow on some monitored line depending on the topology of the system. The contingency, as
well, can either increase or decrease the MW flow on some line also depending on the
topology of the system. Both stress and contingency affect the MW flow on some monitored
line £ when:

e Both increase the flow on £
e Stress increases and contingency decreases the flow on ¢
e Stress decreases and contingency increases the flow on ¢
e Both decrease the flow on ¢
To illustrate how the different stress and contingency combinations affect the SOL,

different cases are presented next.

3.6.1 Case |

Both stress and contingency increase the MW flow on the monitored line €. Figure 14
illustrates this case. This is an ideal case where the contingency k will not overload line € (£

is secure) and the amount of stress is nothing but the security margin for line €.
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CHAPTER 4. IMPLEMENTATION OF THE SOL
SOFTWARE

Using visual C++, a program has been developed for implementing thermal SOLs
developed earlier in chapter 2. The SOL software makes use of AREVA’s DTS by
performing a real-time assessment and collecting the necessary electrical status data from the
DTS to calculate the SOLs of the lines provided by the EMP60 model. The interface with the
AREVA DTS makes use of the dynamic data exchange (DDE) service of Microsoft
Windows using AREVA’s HABDDE server. The SOL software collects line flows, their
corresponding thermal emergency rating, and their reactance and impedance characteristics
from the DTS. Every SCADA cycle (8 seconds), the SOL software calculates the GSFs and
LODFs and implements an algorithm composed of the equations developed in chapter 3
along with a selection algorithm to provide the SOL for all the circuits in the system for a
given stress direction that can be entered by the user through an easy to use interface. Each
SOL is determined by a single contingency, which will be called the limiting contingency.
There are many contingencies to address, and so, at least in theory, one must compute the
SOL for each contingency on the list, and then the contingency that gives the lowest value
determines the SOL. The SOL algorithm’s chart is provided in Figure 19 and the SOL
software is described in more details in the next sections. Complete references on Visual C++

are provided in references [29, 30, 31].
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4.1 Microsoft Foundation Classes

Microsoft Foundation Classes (MFC) is a large library of C++ classes developed by
Microsoft for Windows-based applications written in C++, MFC provides an enormous head
start. One of the hardest parts of developing C++ programs is designing a logical hierarchy of
classes. With MFC, this work has already been done. Thus, MFC has been used to implement
the SOL software.

4.2 The MFCDDE Library

Microsoft Windows makes it easy to exchange data between different applications.
Dynamic Data Exchange (DDE) is the most flexible method when there is a need to transfer
data automatically. DDE is a Microsoft Windows protocol that lets two or more programs
running under Windows exchange data simultaneously. DDE allows you to set up
applications to pass both data and commands from one to the other. Normally one application
requests the transfer and the other responds. The application that does the requesting is called
the client application, and the application that responds is called the server. (This is not to be
confused with the terms client and server as they are used internally within a database
program or in a network of computers.) The information passing between client and server is
called the conversation.

MFCDDE is a library that enables the use of the DDE of Microsoft Windows. Full
documentation on this library is provided in reference [32]. MFCDDE connects the SOL
software to AREVA’s DTS and enables the transfer of all the necessary information through
the HABDDE program oft AREVA, which makes all the DTS databases available to external

applications running under Microsoft Windows.

4.3 The TNT and JAMA Libraries

The Template Numerical Toolkit (TNT) is a collection of interfaces and reference
implementations of numerical objects useful for scientific computing in C++. The toolkit
defines interfaces for basic data structures, such as multidimensional arrays and sparse
matrices, commonly used in numerical applications. The goal of this package in this thesis

work is to provide matrix manipulation for the X and B matrices.
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The JAMA library makes use ofi the matrix manipulations provided in the TNT
library to perform LU decomposition on the B matrix to provide its inverse that is the X
matrix. The LU decomposition splits the B matrix into a lower triangular matrix L and an
upper triangular matrix U, where:

B=(LU)

For large-scale power systems, calculations usually involve huge number of
parameters creating the need for fast and efficient calculations. Since B is singular, the TNT
library allows its reduction by taking a reference bus (bus 1 is used as a reference bus in this
thesis work). Inverting the B matrix is computationally exhaustive and so the LU
decomposition technique provided by the JAMA library to get the X matrix is used.

MFCDDE, JAMA and TNT libraries are taken from references [32, 33, 34]

respectively.

4.4 The XML file

The eXtensible Markup Language (XML) [35] is a technique of using a document,
such as a text file, to describe information and making that information available to whatever
and whoever can take advantage ofi it. The description is done so the document can be
created by one person or company and used by another person or another company without
having to know who first created the document or how it works. This is because the
document thus created is not a program, it is not an application: it is just a text-based
document.

Because XML is very flexible, it can be used in regular Windows applications, in
databases, in web-based systems (Internet), in communication applications, in computer
networks, in scientific applications, etc.

An XML file has been build as part ofi this thesis work to introduce the DTS
information. The XML file works as a data bridge between the SOL software and the
AREVA DTS by identifying what information to be extracted and their corresponding
locations. A small portion ofi the XML file is provided in Table 5 below where a certain

branch is being tagged for extracting its information.
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Table 3: Sample of the XML file

<Branch 1d='37' Name="BRIGHTON31:BRIGHTON32:1' Type="1">
<FromBus Units="ld">13</FromBus>
<ToBus Units="ld">14</ToBus>
<CktN>1</CktN>
<Parameters>
<R Units='pu">0</R>
<X Units='pu">0.01</X>
<B Units='pu">0</B>
</Parameters>
<XFMRInfo>
<ControlBus Side="0" Units="ld">0</ControlBus>
<XfimrRatio Units="pu'>1</XfinrRatio>
<PhaseShift Units='Rad'>0</PhaseShifi>
<Step Units='pu'">0</Step>
<ControlLimits>
<MinTap Units="pu'>0</MinTap>
<MaxTap Units="pu">0</MaxTap>
<MinVar Units="MW">0</MinVar>
<MaxVar Units="MW">0</MaxVar>
</ControlLimits>
</XFMRInfo>
<Ratings>
<Rating Units="MVA' Level='1">9999</Rating>
<Rating Units="MVA' Level='2">9999</Rating>
<Rating Units="MVA' Level='3">9999</Rating>
</Ratings>
EMSData>
<EMSRecord Field='1" Variable="EMS MW FROM'></EMSRecord>
<EMSRecord Field='1" Variable="EMS MW TO'></EMSRecord>
<EMSRecord Field='1" Variable="EMS MVAR FROM'></EMSRecord>
<EMSRecord Field='1" Variable="EMS MVAR TO"></EMSRecord>
</EMSData>
<Breakers>
</Breakers>
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CHAPTER 6. CONCLUSIONS AND RECOMMENDED
FUTURE WORK

6.1 Conclusions

This thesis proposes an automated online computation of thermal SOLs using a
combination of linear sensitivity factors, GSFs and LODFs. A Visual C++ program was
developed for automated computation of real-time thermal SOL for any line imposed by
reliability criteria for NERC’s class B (N-1) contingencies. The interface with the AREVA e-
terra platform is built on the DDE service provided by Microsoft Windows using AREVA’s
HABDDE server. Every SCADA cycle, the SOL software calculates the PTDFs of the
system and implements an efficient and fast algorithm to provide the thermal SOL for all the
circuits in the system for a given stress direction. This method is very fast and therefore
capable of presenting on-line results to operators in EMS centers. Two versions of the SOLs
are presented, a simple 2-bus SOL implemented on a 4-bus system, and a generalized SOL
which can include any number of buses to determine any stress. The developed SOL
software takes a stress as an input by having the user chose the “From” and “To” buses to
determine the direction of the stress.

The advantage of online SOLs is providing constant monitoring of line flows and
their corresponding SOLs thus helping operators maintain a more secure system. As seen
from the simulations, Line flows and SOLs are always monitored and, in case of an SOL
violation, the SOL software has the necessary information in the GSF matrix to relief the
corresponding violation using a predetermined set of the generating units available.

The AREVA DTS proved to be a very valuable tool and served as a test bed for the
SOL software developed in this thesis work. Through the DTS, it was possible to acquire a
real system, be able to extract all the necessary information for calculation of the SOL, test
the calculated SOLs and apply different scenarios and simulations to further test the
developed SOL software. The resulting SOLs, although dependant on linear factors, provide

very good approximations for the loading of the lines.
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6.2 Recommended future work

In order to make the thermal SOLs developed in this thesis work practical, a number

of steps are required.

Integrate the SOL algorithm of this work directly into the DTS and allow
operators to monitor the SOL through one-line diagram of the system side by
side with the MW flow of each line

Integrate an algorithm which investigates the load forecast and accordingly
identifies the stress in the system with respect to the committed generation.
Create an alarm when the MW flow of any line approaches a certain
percentage of the calculated SOL (10 or 15%)

Allow a trend option of the SOL to graphically monitor flow verses SOL
Develop an algorithm to offload the lines that are violating their SOLs based
on the linear GSF calculated by the SOL software

Insert recommendations automatically into the EMS. A real-time generation
control using a set of predetermined generation resources could be

implemented just like the AGC function in the EMS/DTS
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